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ABSTRACT- In the competitive world especially in 

enterprises market maintaining valuable customers is 

becoming a difficult task. In one situation losing a customer 

is like decrease in profits for telecom industry growth, in 

another situation the cost of acquiring new customers is 

much higher than the cost of retaining the existing 

customers, for this critical situation the telecom industries 

should focus on retaining existing customers. This project 

will analyze the customer data which was collected as open 

dataset and predict the customer stress by applying 

supervised machine learning algorithms mainly using 

Linear Discriminant Analysis, Support Vector Machine, K 

Nearest Neighbor and Random Forest. 

KEYWORDS- Customer Stress, Support Vector 
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I. INTRODUCTION 

Running a Telecom industry is not an easy matter. The 

telecom industry is mainly based on the information and 

communication services, which was provided in different 

ways like Phone services, Internet services, Television, etc. 

By providing all services to the thousands of customers will 

may cause stress among the services. The stress may cause 

by Industry or some other changes in climate so on. The 

stress will may lose customer by moving to another 

industry. The customer stress will leads fall down of the 

market and causes great loss, for this cause the telecom 

industry must and should retain the existing customers, 

because the cost of acquiring new customer is greater than 

retaining existing customers. The machine learning 

algorithms will helps to predict the customer stress, accurate 

percentage value. At first we must collaborate with 

customers and collect data into an open dataset and start the 

process. 

II. LITERATURE SURVEY 

In these days many corporations collaborating with 

customers and collecting the information where the 

customer was stressed and launching the services with an 

updated version to the last version. Which was provided by 

old Telecom industry and attracting customers by their 

advertisement which leads to major loss to other telecom 

industries. By observing this problem Reich held and Sasser 

in 1990 was started Customer Relationship Management 

which can impact stress rates overall telecom industry. 

Several studies combine several different types of predictors 

to develop a customer stress model. This model can take 

demographic characteristics, environmental changes and 

other factors into account.  

III. RELATED WORK 

At beginning, customer stress prediction process started by 

Abbas Keramatiin 2014 featuring Demographic, Usage 

pattern, Customer service using Binomial Logistic and 

regression models. Ismail Mohammad in 2016 predicted 

customer stress by featuring Demographic billing data, 

usage pattern and customer relationship and using Neural 

network [1-5] and regression models. Chih Fong Tsai and 

Yu Hsin Lu in 2019 predicted customer stress by using 

hybrid neural networks. In this project we mainly discuss 

about:  

 Linear Discriminant Analysis (LDA): In this algorithm 

mainly discuss about dimensionality reduction and used 

for supervised classification problem. It will convert 

from Higher into Lower dimension space. 

 Support Vector Machine (SVM): In this algorithm it will 

construct hyper plane to classify the data and regression 

analysis and leads to optimal hyper plane in nonlinear 

manner.  

 3.K-Nearest Neighbor (KNN): In this algorithm it will 

captures the similar data points by calculating distance 

between them.  
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IV. EXISTING SYSTEM 

Earlier in customer stress prediction, the authors used 

hybrid neural networks which leads to back propagation, the 

accuracy value of the models was not much accuracy, the 

confusion matrix will leads to error I and error II and the 

clustering process was the main problem to missing of data, 

so the accuracy was less.  

V. PROPOSED SYSTEM 

In this project the customer stress was predicted by 

supervised machine learning algorithms mainly using 

Linear Discriminant Analysis (LDA), Support Vector 

Machine (SVM), K-Nearest Neighbor (KNN) and the 

accuracy value will take by comparing best of each 

accuracy values [6-16]. The figure 1 shows the system 

architecture. 

 

Figure.1. System architecture 

A. Algorithm 

The datasets are collected from customers by using different 

attributes along customer stress. The datasets will splits into 

test and train data. The 80% of datasets will splitsto train 

and 20% of datasets will splits to test. After the training and 

testing, the data was preprocessed. The data should be 

classified based on the conditions. After the classification 

the data is transferring to three different algorithms, each 

algorithm will check different accuracy values up to 

hundred times. By comparing last accuracy value of the 

each algorithm, the best accuracy value to predict customer 

stress was taken.  

VI. RESULTS AND DISCUSSION 

The data collection and split the data as shown in figure 1 

and figure 2. 
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Figure 2: The data was collected from the customers

 

Figure 3: The data was split into training and testing
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Figure 4: Confusion Matrix of Stress Prediction 

The above figure 4 shows that the confusion matrix which 

is used to calculate the accuracy value of stress prediction. 

VII. CONCLUSION 

In the project we considered the best of the three algorithms 

namely Support Vector Machine, K-Nearest Neighbor and 

Linear Discriminant Analysis according to the accuracy 

values given by these algorithms. 

The highest percentile among three algorithms shows the 

maximum customers affecting on their respective services 

which they were in the long lasting relationship to the 

industry. Finally the telecom industry must satisfy old 

customers without interrupting the services using the stress 

prediction. 
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