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ABSTRACT- This paper introduces an intuitive approach 

to clickthrough rate (CTR) prediction, a learning problem 

that has been extensively studied over the past several years. 

As digital marketing continues to grow rapidly into a multi-

billion-dollar industry, this study aims to find the most 

effective machine learning model to enhance the CTR of 

marketing emails by comparing various tree-based models. 

Key steps in this research include data collection, feature 

extraction, and CTR prediction through the evaluation of 

different models. The statistical results prove that the 
CatBoost model, with optimized feature selection, achieves 

near-perfect data fitting, indicating its efficiency. 
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I. INTRODUCTION  

Digital marketing is a rapidly expanding industry, valued at 

approximately $667 billion USD in 2024 and projected to 

reach $786.2 billion USD by 2026. It offers innovative 

methods for businesses to engage with potential customers 

and promote their brands through various online channels, 

including websites, search engine marketing, search engine 

optimization, email marketing, organic and paid social 

media, among others. Channels are classified as direct or 

indirect based on how they reach the audience. Email 

marketing, considered a direct channel, can effectively reach 
both existing and new customers with creatively crafted 

content. It boasts extensive storytelling capabilities through 

images, text, and device-specific features. Additionally, 

email marketing provides robust tracking mechanisms to 

monitor recipient interactions, such as email open events, 

clicks on internal URLs or images, and even unsubscribe 

actions. 

Clicking on a URL enables marketers to figure out the most 

relevant advertisement for each user, thereby enhancing the 

user experience. The click-through rate (CTR), which 

measures the ratio of clicks to impressions, is a crucial metric 
for assessing the commercial value of a campaign. Machine 

learning has significantly contributed to predicting user 

activity and behavior. A paper presented by [1] highlights the 

importance and potential real-world advancements of these 

techniques. Extensive research has been conducted on CTR 
predictions using various machine learning models, with 

each study showing that specific algorithms or their 

combinations produced optimal results for the datasets used.  

Chen et al. [2] used a stacking-based fusion model 

combining Logistic Regression (LR) and Gradient Boosting 

Decision Trees (GBDT), along with a BP neural network 

model for deep learning prediction. Their experimental 

results on a real dataset showed that the deep-learning-based 

BP neural network model outperformed other models. 

Richardson et al. [3] employed LR and Multiple Additive 

Regression Trees (MART) to predict CTR, finding that the 
LR model outperformed the MART model. Chapelle et al. 

[4] developed an LR-based machine learning framework 

specifically for display ad click-through rate prediction. 

Despite its simplicity, the LR model struggles with non-

linear features. To address this, He et al. [5] from Facebook 

introduced a model that combines GBDT and LR to predict 

Facebook ad click-through rates effectively. 

Yin, Ning et al. [6] introduced a novel model called Coupled 

Logistic Regression (CLR) for accurate and efficient CTR 

prediction. CLR leverages all features from ads, users, and 

context, including their nonlinear interactions, by seamlessly 

integrating conjunction information using a factorization 
machine. Experimental results on real-world datasets 

showed that the CLR model ensures both accuracy and 

efficiency in large-scale CTR prediction problems. 

Zhang, W., Han, Y., Yi, B., et al. [7] concluded that, based 

on results from the public experimental dataset, the 

Interactive Attention Rate Estimation Model (IARM) 

surpasses other recent prediction models in terms of the 

assessment metrics AUC and LOSS, demonstrating superior 

accuracy. 

Çakmak, Tülin et al. [8] employed the Extreme Gradient 

Boosting (XGBoost) algorithm for predicting hotel clicks. 
Their results showed that XGBoost achieved the highest R-

Squared values across all metrics used in the study. 

Additionally, the study aimed to develop sequential models 

using various architectures of recurrent neural networks for 

click prediction. 

Xia, Zhen et al. [9] conducted experiments using the online 

ads CTR prediction datasets provided by Huawei and Avazu 

on the Kaggle platform. Their results showed that the PCSN 

and PCSNL models outperform traditional CTR prediction 

models and other deep learning models. 
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Effendi, Muhammad Junaid et al. [10] aimed to improve the 

click-through rate (CTR) of contextual advertisements using 
Linear Regression. The statistical results from their dynamic 

technique showed high efficiency, with the Linear 

Regression model fitting the data almost perfectly through 

optimized feature selection. This research introduced a novel 

method for predicting CTR for online advertisements using 

Linear Regression, incorporating a dynamically added 

feature known as the keyword. Although this approach 

slightly reduced efficiency, it provided a distinct perspective 

on calculating CTR. The study found an accuracy of 83%, 

which could increase to 95% by removing the keyword 

feature, significantly improving model fit. However, since 
the research focuses on contextual advertisements, CTR is 

also dependent on keywords. These findings can guide future 

research to combine and develop new techniques to enhance 

the performance of online advertisement serving. 

The data used in CTR prediction tasks typically includes 

multiple features, and the method of extracting key features 

can significantly affect the accuracy of CTR predictions. 

However, many click-through rate prediction models often 

overlook the importance of distinctive features. To address 

this, Effendi, Muhammad Junaid et al. [10] proposed a model 

for advertising click-through rate prediction that emphasizes 

feature importance. 
In this paper, we explore a novel approach to examining 

various tree-based models for CTR predictions. Our goal is 

to identify the best algorithm and key features that uniquely 

determine email click-through rates using datasets from 

Kaggle. 

II.  MACHINE LEARNING MODELS FOR 

CTR PREDICTION 

Machine learning models are divided into three major 

categories: 

A. Classification 

The Classification Module is a supervised machine learning 

module designed to categorize elements into groups. The 
objective of classification is to predict the categorical class 

labels that are not only discrete but also without any specific 

order. Common use cases include predicting whether a 

customer will default (Yes or No), deciding customer churn 

(whether a customer will leave or stay), and diagnosing 

diseases (positive or negative). 

B. Regression 

The Regression Module is a supervised machine learning 

module used to estimate the relationships between a 

dependent variable and one or more independent variables. 

The dependent variables are referred to as target or outcome 

variable whereas the independent variables are referred to as 

features, predictors, or covariates. 

C. Clustering 

The Clustering Module is an unsupervised machine learning 

module that groups a set of objects so that those within the 

same group (or cluster) are more like each other than to those 

in distinct groups. 

Regression models are ideal for CTR prediction because they 

use a specific set of input parameters for training, enabling 

accurate predictions. The regression models are broadly 

categorized into two types: linear models and tree-based 

models. 

III. TYPES OF MODELS 

Linear regression and tree-based regression models are both 

used to predict a continuous outcome, but they differ 

significantly in their approach and application. 

A. Linear Regression 

The Linear regression model presumes a linear relationship 

between the variables, showing that changes in the features 

or independent variable(s) lead to proportional changes in 

the target or dependent variable.  

The linear regression model is represented by an equation as 

shown: 

(Y = a + bX) where (Y) is the target or dependent variable, 

(X) is the feature or independent variable. (a) is the intercept 

and predicts where the regression line will cross the y-axis, 

and (b) is the slope, which predicts the change in Y for every 

unit of change in X.  

The coefficients (a) and (b) are straightforward to interpret, 
reflecting the impact of each predictor on the outcome. This 

approach is best suited for data where the relationship 

between variables is linear. 

B. Tree-Based Regression  

Tree-based regression models, such as decision trees, divide 
the data into subsets based on the values of input features. 

Each internal node represents a decision based on a feature, 

each branch stands for the outcome of that decision, and each 

leaf node represents a predicted value. The model generates 

a series of if-else rules to make predictions. For example, “if 

(X > 10), then (Y = 20); else if (X > 5), then (Y = 15); else 

(Y = 10)”. 

The model does not presume a linear connection between the 

variables. This behavior enables it to identify and capture 

intricate, non-linear relationships. It is easy to interpret and 

visualize, particularly with smaller trees. Each path from the 

root to a leaf is a decision rule. This approach is more flexible 
and better suited for handling non-linear relationships 

compared to linear regression. Key Differences in Models 

are explained below: 

 Flexibility: Tree-based models are more adaptable and can 

capture non-linear relationships, while linear regression is 

mostly limited to linear relationships. 

 Interpretability: Both tree-based and linear models are 

interpretable, but in diverse ways. While linear regression 

offers a clear mathematical relationship between variables, 

the tree-based models present a set of decision rules. 

 Robustness: Linear regression tends to be more robust 
against small variations in the data. In contrast, tree-based  

models can be more sensitive to changes in data and often 

require methods like pruning or the use of ensemble 

techniques to improve their stability. 

IV. TREE-BASED MODELS FOR CTR 

PREDICTION 

A. CatBoost Regressor 

CatBoost is a powerful machine learning algorithm that has 

gained significant popularity due to its exceptional 

performance in handling categorical features and effectively 

modeling click-through data. It employs gradient boosting 

on decision trees to address various regression, 
classification, and ranking problems, making it particularly 

suitable for click-through rate (CTR) prediction tasks. Some 
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unique advantages of using CatBoost Regressor for CTR 

modeling are as given below: 

 Automatic Encoding: CatBoost automatically encodes 

categorical features, reducing the need for manual 

preprocessing and enhancing model performance. It uses 

methods like one-hot encoding, target encoding, and 

feature combinations. 

 Ordered Boosting: This novel technique reduces 

overfitting and variance by introducing a random 

permutation of the training data at each iteration. This 

approach allows the model to learn from both historical and 

future data, avoiding repeated splits for the same feature. 

 Symmetric Decision Trees: CatBoost builds symmetric 
decision trees, ensuring that all leaves at the same level 

have the same depth. This improves interpretability and 

reduces computational complexity. 

 Support for Various Loss Functions: CatBoost supports 

several loss functions suitable for CTR prediction, such as 

log loss, cross-entropy, and pairwise ranking. These 

functions capture the probabilistic nature of CTR problems 

and optimize the model accordingly. 

 Analytical Tools: CatBoost offers tools for analyzing and 

evaluating the model, including feature importance, SHAP 

values, partial dependence plots, and model calibration. 
These tools help understand the model’s predictions and 

identify the most influential features and interactions. 

B. Random Forest Regressor 

Random forest regression is a supervised learning algorithm 

that runs on labelled data. Known for its simplicity and high 

accuracy, it is widely used for regression problems, such as 
predicting continuous outcomes. The algorithm operates by 

constructing several decision trees, each one developed 

using randomly chosen subsets of the data. It then aggregates 

the outputs of these trees to make overall predictions for new 

data points. This approach allows it to handle larger datasets 

and capture more complex relationships than individual 

decision trees. 

Random forest regression is applied to various business 

problems, including predicting future prices or costs, 

forecasting revenue, and comparing performance. As both a 

supervised learning algorithm and an ensemble method, it 
learns the mappings between inputs and outputs during 

training. The Ensemble algorithms integrate several machine 

learning models to produce more accurate predictions than 

any individual model could achieve alone. In the case of 

random forest, it combines multiple decision trees to form its 

final decision. This algorithm can be used for both regression 

tasks (predicting continuous outputs, like prices) and 

classification tasks (predicting categorical or discrete 

outputs). 

C. Extra Trees Regressor 

The Extra Trees Regressor (short for extremely randomized 

trees) is an ensemble supervised machine learning method, 

which uses decision trees. Like the random forests algorithm, 

Extra Trees creates multiple decision trees, but it samples 

randomly without replacement for each tree, resulting in 

unique datasets for each tree. Moreover, a certain number of 

features are chosen at random for each tree from the entire 

set of features. The unique characteristic feature of Extra 

Trees is its random selection of splitting values for features. 

Instead of using Gini or entropy to calculate a locally optimal 

split, the algorithm randomly chooses a split value, leading 
to more diversified and uncorrelated trees. 

D. Light Gradient Boosting Machine (LightGBM) 

LightGBM is an open-source, distributed, high-performance 

framework for gradient boosting (GBDT, GBRT, GBM, or 

MART). Developed by Microsoft’s team led by Guolin Ke, 

it was introduced in a 2017 paper titled “LightGBM: A 

Highly Efficient Gradient Boosting Decision Tree.” 

Designed for efficiency and scalability, LightGBM model 
became a popular choice for machine learning tasks 

involving large datasets. It is renowned for its speed and 

accuracy, achieved through innovative techniques such as 

histogram-based learning and leaf-wise tree growth. 

LightGBM is highly adaptable and can be utilized for a 

variety of machine learning applications, such as: 

 Classification: Used for binary and multi-class 

classification problems, such as spam detection, image 

classification, and sentiment analysis. 

 Regression: Ideal for regression tasks such as forecasting 

house prices, predicting trends in stock market, and 

customer lifetime value. 

 Ranking: Applied in ranking tasks, such as search engine 

result ranking and recommendation systems.  

 Anomaly Detection: Useful for detecting anomalies in 
datasets, which is beneficial for fraud detection and 

network security. 

LightGBM's framework leverages gradient boosting, 

employing a sequence of decision trees to construct a strong 
predictive model. It prioritizes efficiency through a leaf-wise 

tree growth strategy and histogram-based algorithms. The 

leaf-wise method constructs trees by choosing the node that 

maximizes loss reduction, allowing for deeper trees and 

improved accuracy, though it may lead to overfitting with 

smaller datasets. The histogram-based approach converts 

continuous features into histograms, lowering computational 

complexity and memory usage, which is particularly 

beneficial for large-scale datasets. These techniques, 

combined with parallel and distributed computing 

capabilities, enable LightGBM to achieve fast training 

speeds, reduced memory consumption, and high scalability, 
making it ideal for various machine learning tasks. 

In their experiments on online ads CTR prediction datasets, 

Xia, Zhen et al. [9] found that the Product & Cross supported 

Stacking Network with LightGBM (PCSNL) outperformed 

traditional CTR prediction models and deep learning models. 

E. Gradient Boosting Regressor 

Gradient Boosting is a robust boosting algorithm and a type 

of ensemble method that merges multiple weak learners into 

a strong learner. Each new model is trained to minimize the 

loss function, such as mean squared error or cross-entropy, 

of the earlier model using gradient descent. At each step, the 

algorithm computes the gradient of the loss function with 

respect to the current ensemble's predictions. It then trains a 

new weak model to reduce this gradient. The new model’s 

predictions are added to the ensemble, and this process 

continues until a stopping criterion is reached.  

V. RESULTS AND OBSERVATIONS 

Interpreting the machine learning algorithm performance is 

the key component of the CTR prediction. Training data set 

is segregated into three buckets like train, test and validate. 

Training data is 60% of the data set, while validation and 

verification take 20% each.  
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A. Mean Absolute Error (MAE)  

Mean Absolute Error quantifies the average magnitude of 

errors in a set of predictions, disregarding their direction. It 

represents the mean absolute difference between predicted 

and actual values. The Mean Absolute Error (MAE) is 

computed using the following formula 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑛

𝑖=1 𝑌𝑖– 𝑌
^

𝑖|   (2) 

B. Mean Squared Error (MSE)  

Mean Squared Error (MSE) is a cost function that determines 

the average of the squared differences between predicted 

values and actual values. For example, in a regression model 

used to predict house prices, the Mean Squared Error (MSE) 

quantifies the average of the squared differences between the 

actual prices and the predicted prices. For instance, if the 

model predicts a house price to be $450,000, the squared 

error is the square of the difference between this prediction 

and the actual price. MSE averages these squared errors 
across all predictions. This metric emphasizes larger errors, 

which can be particularly important in scenarios like 

financial forecasting, where large errors can have significant 

consequences. 

𝑀𝑆𝐸 =
1

𝑛
∑𝑛

𝑖=1 (𝑌𝑖– 𝑌
^

𝑖)
2    (3) 

C. Root Mean Squared Error (RMSE) 

Root Mean Squared Error (RMSE) is a cost function that 

measures the square root of the mean squared error ensuring 

the error scale matches the target scale. In the context of 

predicting house prices, RMSE translates the error metric 
back to the price scale, making it easier to interpret the 

average error in terms of actual values. For example, if the 

RMSE is $20,000, it shows that the typical prediction error 

is around $20,000. Opting for RMSE over Mean Squared 

Error (MSE) can be beneficial, especially for practical 

applications and interpretability. 

𝑅𝑀𝑆𝐸 = √1

𝑛
∑𝑛

𝑖=1 (𝑌𝑖– 𝑌
^

𝑖)
2   (4) 

D. R-Squared 

R-Squared measures the proportion of variance in the 

dependent variable that can be forecast by the independent 

variables. It shows how closely the predictions match with 

the actual data. A high R-Squared value (close to 1) suggests 

that the model can accurately predict the actual values. 

     

                        (5) 

E. Root Mean Squared Logarithmic Error 

Root Mean Squared Logarithmic Error (RMSLE) is a 

measure to compute the square root of the average squared 

logarithmic differences between predicted and actual values. 

It is determined by taking the square root of the mean of these 

squared logarithmic errors. 

RMSLE = √1n∑ni=1(log(pi+1)−log(ai+1))2                 (6) 

Where: ‘n’ is the total number of observations in the 

(public/private) data set, pi is the prediction of target, and ai 

is the actual target for i.  

F. Mean Absolute Percentage Error (MAPE)  

Mean Absolute Percentage Error (MAPE) expresses the 

error as a percentage of the actual values, making it an easily 

understandable metric. For instance, if a house is worth 

$500,000 and the predicted value is $450,000, then it can be 

inferred that the error is 10%. This percentage-based 

approach makes MAPE highly interpretable, especially 
when explaining model performance to non-technical 

stakeholders. 

𝑀𝐴𝑃𝐸 =
100

𝑛
∑ |

𝑌𝑖– 𝑌
^

𝑖

𝑌𝑖

|

𝑛

𝑖=1

                                    (7) 

VI. CTR DATASETS 

Both linear and tree-based models were trained on the 

datasets, using various key features that uniquely classify the 

CTR. See table 1. 

Table 1: Top 4 algorithms for CTR Prediction 

Tree 

Model 

CatBoost 

Regressor 

Random 

Forest  

Extra 

Trees  

 

LightG

BM 

 

MAE 0.029 0.032 0.031 0.032 

MSE 0.004 0.004 0.004 0.004 

RMSE 0.058 0.061 0.062 0.062 

R2 0.5486 0.4755 0.4744 0.4723 

RMSLE 0.0476 0.0511 0.0514 0.051 

MAPE 2.0906 2.9901 2.4354 2.4208 

The CatBoost Regressor emerged as the top-performing 

algorithm. The tabulated results above compare the top four 

algorithms. Other models included in the analysis are 
Gradient Boosting Regressor, Extreme Gradient Boosting, K 

Neighbours Regressor, Decision Tree Regressor, and 

AdaBoost Regressor, listed in descending order of 

performance.  
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Figure 1: Algorithm Performance 

The clustered column graph in Figure 1 showcases the MAE, 

MSE, and RMSE metrics on the column, while the secondary 
axis highlights the R2, RMSLE, and MAPE values. This visual 

representation effectively distinguishes each metric, clearly 

indicating the strongest and weakest algorithms for CTR 

predictions. In addition to identifying the best Machine 

Learning algorithm for CTR prediction, the study also aimed 
to determine the most influential features in the training 

process.  

Figure 2: Feature Importance 

In Figure 2 above, the results indicate that the features: 

body_len (number of characters in an email body), no_of_CTA 
(number of Call To Actions in an email), and mean_CTA_len 

(average number of characters in a CTA) are the most 

significant predictors of CTR. 

VII. CONCLUSION 

This study highlights the modeling and implementation of 

various tree-based machine learning algorithms for predicting 

CTR in email marketing. Features are identified based on 

various aspects of a marketing email and extracted to develop 

the model. Supervised machine learning algorithms, including 

CatBoost Regressor, Random Forest Regressor, Extra Trees 
Regressor, Light Gradient Boosting Machine, Gradient 

Boosting Regressor, Extreme Gradient Boosting, K Neighbors 

Regressor, Decision Tree Regressor, and AdaBoost Regressor, 

are used to construct the models. Experimental results show 

that CatBoost Regressor outperforms all other models in 

predicting CTR, with email body length emerging as a key 

feature. For future research, the model can be enhanced by 

incorporating more relevant features and larger datasets. 

Additionally, integrating the built models to create ensemble 

and fusion models could further improve prediction accuracy. 
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